Mitigating TCP Protocol Misuse with Programmable Data Planes

Abir Laraba, Jérôme François, Member, IEEE, Shihabur Rahman Chowdhury, Student Member, IEEE, Isabelle Chrisment, and Raouf Boutaba Fellow, IEEE

Abstract—This paper proposes a new approach for detecting and mitigating the impact of misbehaving TCP end-hosts, specifically the Optimistic ACK attack, and Explicit Congestion Notification (ECN) abuse. In contrast to the state-of-the-art, we show that it is possible to mitigate such misbehavior leveraging emerging programmable data planes while not requiring any end-host or protocol modifications. A key challenge in doing so is to implement expressive, complex and stateful functions in the data plane within its restricted programming model. In this regard, we propose a security monitoring function that uses Extended Finite State Machine (EFSM) abstraction for monitoring stateful protocols in the data plane. We also design a mechanism for mapping a protocol’s EFSM to programmable data plane primitives. Our evaluation results demonstrate that our approach can fully or partially restore the throughput loss caused by misbehaving end-hosts that manipulate TCP congestion control through misinformation.
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I. INTRODUCTION

NETWORK protocols can be subject to attacks from non-compliant or misbehaving end-hosts that exploit protocol vulnerabilities. For instance, many amplification Distributed-Denial-of-Service (DDoS) attacks exploit vulnerabilities of protocols such as SNMP, NTP or DNS, among others [1]. At the application layer, protocol verification has been used to reveal potential vulnerabilities such as for the SIP authentication [2] and more recently for 5G networks [3]. Once exposed, protocol vulnerabilities can be patched with some effort. However, patching at scale becomes very challenging when the concerned protocol lies at the core of the Internet and affects primary services. The slow deployment of DNSSEC [4] testifies about the difficulty of patching a critical service at scale.

Transmission Control Protocol (TCP), one of the fundamental building blocks of the Internet, is also prone to attacks [5], [6] unfortunately. TCP vulnerabilities exist because TCP was not designed with strong security considerations. Also, TCP’s evolution over time didn’t address security issues to maintain backward compatibility. The Optimistic ACK attack is one such example, where a misbehaving TCP receiver acknowledges segments before they are received, in this way manipulating the sender to transmit faster [5]. The impact of the Optimistic ACK attack can be significant in the presence of multiple victims, (e.g., up to 5 GB/s for about 512 victims) [6]. Another example is when a misbehaving TCP receiver does not comply with Explicit Congestion Notification (ECN), and ignores congestion notification to manipulate the sender to keep the same transmission rate during congestion [7]. The research literature discusses several techniques that a misbehaving receiver can use for manipulating TCP congestion control [5], [6], [8]–[10], consequently causing unfair division of shared bandwidth among competing flows.

One mitigation approach is to modify the TCP protocol specification and end-host implementation as new attacks emerge [5], [6], while such change is hard for practical deployment. Moreover, attacks such as ECN abuse are difficult to detect at end-hosts. Typically, network operators deploy hardware or software appliances [11], [12] for monitoring anomalies in layer-4 and above stateful protocols. However, this approach adds cost and operational overhead. In this paper, we take a different approach for detecting and mitigating TCP protocol misuse. We leverage data plane programmability enabled by protocol independent switch architecture (PISA) [13] and P4 programming language [14] for defending against misbehaving TCP end-hosts directly in the switches. Our approach does not require changing the end-hosts and protocol specification. Moreover, as discussed in the literature [15], our approach leveraging data plane programmability has the potential to reduce the capital and operational cost compared to the traditional approaches relying on network security appliances.

We propose to use Extended Finite-State Machine (EFSM) for modeling a TCP protocol behavior to monitor. Then, we design a method to map this EFSM to a P4 program adhering to its restricted computing model. Note that the EFSM abstraction can be adapted to other layer-4 and above protocols, which we leave for future investigation. The rationale for using EFSMs is because they avoid state space explosion by defining variables and actions in addition to state transitions in a finite-state machine. To the best of our knowledge, this is the first endeavor for online detection and mitigation of ECN and Optimistic ACK attacks within the network, without requiring the use of network appliances or requiring end-host modifications. Specifically, we make the following contributions:

- A procedure for mapping an EFSM modeling the behavior of a protocol and its possible misuse detection to a P4 program running on PISA targets [16].
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• An application of the proposed method for detecting and mitigating two representative TCP misuses, namely the Optimistic ACK attack and ECN abuse.
• Experimental evaluation demonstrating the effectiveness of the proposed method. The results show that our solution successfully mitigates unfair bandwidth sharing caused by both attacks from within the data plane.

This paper extends our initial work in [17]. We provide a formal description of how an EFSM abstraction can be mapped to P4 primitives. Previously, we used an EFSM-based technique for detecting and mitigating ECN abuse. In this paper, we extend our application to the Optimistic ACK attack on TCP congestion control. Specifically, we describe the attack in Section IV-A followed by the detailed mechanism of how this can be modeled using an EFSM in Section IV-B. This section also describes how our method of mapping an EFSM model to a P4 program can be used with a new attack model. We give additional evaluation results demonstrating the effectiveness of our proposed approach in detecting and mitigating Optimistic ACK attacks in Section V. Finally, we present a more elaborate discussion of the state-of-the-art works.

The rest of this paper is organized as follows. We present the background and overview of the proposed approach in Section II. Details of our EFSM abstraction and its mapping to a P4 program are presented in Section III. We describe the application of our proposed method to the Optimistic ACK attack in Section IV followed by experimental results in Section V. Then, we explain the ECN protocol mechanism abuse use-case and its detection and mitigation leveraging EFSM in Section VI. Our experimental evaluation of the ECN abuse use-case is presented in Section VII. Then, we discuss practical deployment considerations, including the memory overhead and stateful TCP connection tracking considerations in Section VIII. Then, we discuss and contrast our solution with state-of-the-art works in Section IX. Finally, we conclude with some future research directions in Section X.

II. BACKGROUND AND SOLUTION OVERVIEW

A. Data plane programming using P4

P4 is a language for expressing how packets are parsed, processed and deparsed by the data plane elements (switches). P4 allows each hardware vendor to provide a target-specific compiler, making the P4 programs portable across different targets. P4 follows a two-step compilation process. The first step generates an intermediate and hardware-independent representation which is compiled in the second step to a specific hardware target. This intermediate representation is designed to be generic enough to capture behaviors on a large variety of targets, such as NetFPGA [18].

P4 assumes an abstract forwarding model consisting of a programmable parser and a set of match-action tables, divided between an ingress and an egress control pipeline and a programmable deparser as defined in the P4-16 version of the language specification [19]. The parser extracts the headers from the incoming packets. Each match-action table performs a lookup on a subset of header fields and applies the actions within each table. The deparser’s goal is to reassemble packets after they have been processed. In our context, dedicated P4 actions will be defined for transitioning state in the EFSM and so require some states to persist in the data plane across packets. P4 provides three types of stateful objects:

• **Match-Actions tables**: consist of the table entries and the possible actions, table entries are typically modified by the control plane.
• **Registers**: stateful memories that maintain state across packets. P4 actions can read or modify register values. It is worth mentioning that in the latest P4 specification (P4-16), registers are supposed to be exposed by extern functions and are thus not anymore hardware-independent as in the previous specification [20]. However, assuming registers as basic components to be provided by a hardware platform is reasonable.
• **Metadata**: per-packet state which may not be derived from packet data. It allows carrying information across multiple P4 processing stages.

B. Solution Overview

![Fig. 1: Approach overview](image)

Our approach for detecting and mitigating protocol misbehavior in the data plane is outlined in Figure 1. The first step is to transform a protocol specification into an Extended Finite State Machine (EFSM). The advantage of using EFSM over regular Finite-State Machine (FSM) is EFSM’s ability to store persistent values in variables, thereby, limiting state
explosion. For example, maintaining a counter in a FSM would require one state per counter value, whereas the same can be represented in an EFSM with one variable corresponding to the counter. Once the initial protocol specification is modeled as an EFSM, we extend that EFSM with misbehaviors. In this stage, the EFSM can be also compressed, as normal states representing normal behaviors can be merged. We only consider intermediate normal states that are necessary to track before a misbehavior can occur. Once the EFSM of the protocol is defined and extended with misbehaving states, it is mapped to a P4 program using the language primitives. This stage of mapping the EFSM model to a P4 program is essential and is described in Section III-B.

Finally, when the compiled program is installed on a PISA target switch, all flows are tracked online by maintaining the current state of each connection. Network operators can configure the PISA switches to take different actions within the switch capabilities when the EFSM enters a state labeled as misbehavior, including dropping or rerouting the packet, generating an alert and applying corrective actions such as modifying packet field(s), sending a copy of the packets to a remote server for further inspection and setting queue priorities. The proposed approach detects and mitigates protocol abuse in real-time without involving any remote controller.

III. PROTOCOL BEHAVIOR MONITORING IN THE DATA PLANE

In this section, we describe our approach for monitoring stateful protocol behavior in the data plane. To this end, we leverage EFSM for modeling stateful protocol behavior and map the EFSM to a P4 program that can run on the data plane. We first describe how we formally represent an EFSM in Section III-A. Then in Section III-B, we present a mechanism for mapping an EFSM to a P4 program that can run on a programmable PISA target. Note that our proposed mapping procedure is generic and is not specific to any protocol. Finally, we briefly discuss about the checksum recalculation issue in Section III-C that may arise from modifying the packets while applying the EFSM actions.

A. EFSM model

<table>
<thead>
<tr>
<th>Notation</th>
<th>Definition</th>
</tr>
</thead>
<tbody>
<tr>
<td>$S$</td>
<td>States (stage of the behavioral process)</td>
</tr>
<tr>
<td>$I \subseteq S$</td>
<td>Initial states</td>
</tr>
<tr>
<td>$E$</td>
<td>Events (pattern matching applied to packet data)</td>
</tr>
<tr>
<td>$e[p]$</td>
<td>Value of parameter $p$ extracted from event $e$</td>
</tr>
<tr>
<td>$V$</td>
<td>Persistent context variables</td>
</tr>
<tr>
<td>$A$</td>
<td>Actions, $a \in A$, $A = {\text{modify, drop, forward, write(v)}}$ with $v \in V$</td>
</tr>
<tr>
<td>$C$</td>
<td>Conditions, $c \in A$ is a function combining numerical or logical condition operator applied to persistent variables ($c \in V$) and event parameter values</td>
</tr>
<tr>
<td>$T$</td>
<td>Transitions, $t \in T$, $t = s_1, c \rightarrow a, s_2$ ($s_1 \in S$, $s_2 \in S$, $c \in C$, and $a \in A$)</td>
</tr>
</tbody>
</table>

TABLE I: Key notations used in the EFSM model

We adopt the EFSM abstraction for modeling protocol behavior. While there are different ways to formally represent an EFSM [21], [22], in this paper we represent an EFSM by a 7-tuple $(S, E, A, I, V, C, T)$ (summarized in table I), where:

- $S$ is the set of possible states. In our case, $S$ consists of all the protocol states that need to be tracked for detecting misbehavior.
- $I$ is the set of initial states.
- $E$ is a finite set of events. An event is triggered by the content of the monitored packets such as the presence of a TCP flag in a TCP packet. Events can be parametric [23] to store the values observed in events. We represent the value of parameter $p$ of the event $e$ by $e[p]$. For example, if $TCP.ACK$ is an event that matches a TCP packet with an ACK flag, $TCP.ACK[AckNo]$ represents its corresponding acknowledgement number.
- $V$ is the set of context variables that are persistent and accessible by all states using read and write operations. One of the main advantages of EFSM is that the context variables can be leveraged to avoid creating numerous states. For example, tracking sequence numbers with a regular FSM would require one state for each of the $2^{32}$ possible values compared to using just one context variable in an EFSM.
- $A$ is a finite set of actions to be performed. $A$ includes modifications of context variables and other actions that can be performed within PISA switch capabilities such as modify, drop or forward a packet, or send an alert. Actions are split into two categories: packet forwarding actions, and arithmetic and logical operations to update the variables in $V$ or the packet headers.
- $C$ is the set of conditions. Each condition $c \in C$ is defined from event parameters and context variables. This is another major advantage of EFSM compared to regular FSM where transitions are defined only on symbols. With EFSM, more complex conditions can be described. More precisely, each $c \in C$ is a conditional expression composed of operands (events and context variables) to express logical or numerical calculations (e.g., addition, logical AND, OR) and comparisons (e.g., less-than and equal).
- $T$ is the set of transitions, where $t \in T$ is defined as $s_1, c \rightarrow a, s_2$ denotes a transition from state $s_1$ to $s_2$ when condition $c$ is satisfied and that results in the action $a$ to be performed.

B. Mapping an EFSM to a P4 Program

For each connection or flow (we assume there are $n$ flows or connections being tracked in the data plane), an EFSM is instantiated in the data plane using the P4 core primitives described in Section II-A. In what follows, we describe how the different components of an EFSM described in Section III-A are mapped to a P4 program. We also summarize and present the mapping process in Figure 2.

1) Maintaining persistent information: For each connection or flow, we need to maintain persistent information in the data plane, including the context variables of the EFSM and the state that the EFSM is in (i.e., the current state). There is a
one-to-one mapping between the number of executed EFSMs and the number of monitored flows. We formally define a flow as a set of packets \( f = \{ p_0, p_1, \ldots, p_n \} \) sharing the same set of attributes. Without loss of generality, we define a flow by the 5-tuple: \( f = (\text{srcIp}, \text{dstIp}, \text{srcPort}, \text{dstPort}, \text{protocol}) \), where srcIp, dstIp, srcPort, dstPort, protocol represent the source IP address, the destination IP address, the source port, the destination port and the transport protocol, respectively. This 5-tuple also forms the flow key, which we will later use for computing an index in a hash table. As shown in Fig. 2, the header fields in the 5-tuple flow key are defined as P4 metadata. Metadata variables are associated with the processing of each packet and are used for carrying information across the pipeline stages. They are deleted when the processing is completed. Metadata fields along with packet headers are declared in P4 and are populated by the parsing function.

Once the flow key is extracted from a packet, we compute a hash function \( \text{hash(key)} \) to retrieve the persistent information corresponding to that flow. The hash function \( \text{hash(key)} \), takes as input the flow key and outputs a flow identifier. The current EFSM state of each flow as well as the context variables from \( V \) are stored as entries in register arrays as shown in Figure 2. The flow identifier returned by the hash function acts as the indices of these arrays for retrieving the corresponding information (i.e., the current state of the EFSM or the context variables of an EFSM). In total we need \( |V| + 1 \) register arrays, each with \( n \) entries for keeping track of the persistent information of the EFSMs of \( n \) flows.

In many cases, we need to monitor behavior for both directions of a flow. For example, monitoring the 3-way TCP handshake requires monitoring both directions of a TCP flow. One solution to this problem proposed in the literature is to form the 5-tuple flow key in the order (dstIp, srcIp, srcPort, dstPort, protocol) if (dstIP > srcIP); otherwise form the 5-tuple flow key in the order (srcIp, dstIp, srcPort, dstPort, protocol) [24]. In this way, the source and destination IP address pair in the 5-tuple always remains the same for both directions of a flow. The same applies to the source and destination ports. However, for the sake of brevity in this section, we keep the regular 5-tuple flow definition. For applications where the forward and return paths may differ, the solution has to be deployed at the network edge to see both flow directions.

2) Event extraction: Events in \( E \) are retrieved by matching ingress packets against the patterns defining the events (e.g., the presence of the ACK flag in the TCP header). Additionally, ingress packets are checked against the conditions defined on event parameters for event extraction (e.g., an event is detected if a condition on TCP sequence number is satisfied). The result of aforementioned pattern matching and condition evaluation on packet header fields are captured in metadata fields that we define for tracking the events. These metadata fields are populated during packet parsing and can be read when the parsed packet is deparsed at the end of processing. The protocol header fields that must be extracted for performing such pattern matching for event detection are identified based on the events \( e \in E \) and event parameters \( e[p] \).

Algorithm 1 Packet Processing

Definitions:
- \( n \): number of monitored flows
- \( \text{Current}[n] \): register array of the current states
- \( \forall v \in V, Val[v] \): register array of each context variable

Input: packet pkt

1: \( p \leftarrow \text{parse}(\text{pkt}) \)
2: id \( \leftarrow \text{hash}(\text{p.srcIp}, \text{p.dstIp}, \text{p.srcPort}, \text{p.dstPort}, \text{protocol}) \)
3: current \( \leftarrow \text{Current}[\text{id}] \)
4: find \( t \in T, t = s_1, c \rightarrow a, s_2 \) such that \( s_1 = \text{current} \) and \( c.\text{check}(p, V) = \text{TRUE} \)
5: if \( t \neq \text{None} \) then
6: \( \text{Current}[\text{id}] \leftarrow s_2 \)
7: \( \text{a.apply}(V_0) \)
8: end if
9: \( \text{deparse}(p) \)

3) Mapping of the state transition system: When a switch receives a new packet, the packet is processed according to Algorithm 1. While processing the packet, Algorithm 1 may trigger a state transition within the EFSM corresponding to the flow that the packet belongs to. In Algorithm 1, we assume that the current state and the context variable of the EFSMs are maintained in register arrays as described in Section III-B1. Except for events derived from ingress packets and persistent variables defined a priori, actions, transitions and conditions are implicitly defined within P4 actions.

The control logic of the P4 program starts at line 1 of Algorithm 1 with the parsing of the newly arrived packet. Then, the hash-based flow identifier is computed from the flow key to retrieve the current state of the corresponding EFSM (lines 2-3). The algorithm then searches for a possible transition fulfilling two conditions (line 4). First, the transition origin must be the current state. Second, the condition of the transition computed using the function \( c.\text{check}(p, V) \) must evaluate to true. If a suitable transition is found in \( T \), the transition is applied. The current state, the context variables
and the packet metadata are modified according to the actions of the applied transition.

The conditions and the action logic \((C \text{ and } A)\) are mapped to the match-action pipeline in P4 in Figure 2. Read operations are used for checking if a transition can occur and the write operations apply modifications when a transition is applied. It is worth mentioning that all states, \(S\), including the initial states, \(I\), are embedded implicitly in the transitions defined in the P4 processing logic, eliminating the need to explicitly define them. Packet modifications include packet header field changes as well as changes to P4 standard metadata. The actions of the mapped EFSM model can be carried alongside other packet processing actions such as packet forwarding.

C. Checksum recalculation

An action in an EFSM consisting of modifying a packet field can be written as \((p_{a}c, y) = \text{mod}_x(packet, x)\) that takes as input a packet \(packet\) and outputs a new packet \(p_{a}c\) where \(packet\) has one field with the value \(x\) changed to value \(y\) in \(p_{a}c\). If \(x \neq y\), recomputing a checksum may be necessary depending on the protocol. As we will be focusing on TCP, the TCP checksum will need to be recomputed. Instead of performing an expensive full checksum recalculation, we incrementally update the checksum using the following simple arithmetic function [25]:

\[ HC' = HC - \sim x - m' \]

Where :
- \(HC\): old checksum in the packet header,
- \(HC'\): new checksum in the packet header,
- \(m\): old value field including the former packet value field,
- \(m'\): new value of field including the modified packet value field, \(\sim x\): the one’s complement of \(x\).

IV. APPLICATION TO OPTIMISTIC ACK

In this section, we present the first use-case demonstrating the effectiveness of our proposed EFSM-based security monitoring mechanism: the detection and mitigation of Optimistic ACK attack on TCP congestion control [5].

A. Optimistic ACK attack description

The Optimistic ACK attack was introduced in [5] as a way to mislead end-hosts to increase their TCP congestion window. This is accomplished by malicious receivers who acknowledge not yet received TCP segments to the senders. In the context of TCP, the congestion window limits the number of TCP segments that can be sent by an end-host without receiving an acknowledgement (ACK). TCP congestion control mechanisms (e.g., BIC, CUBIC) typically start with a relatively small congestion window and keep increasing the window based on received ACKs during the slow start and congestion avoidance phases. Since receiving ACKs of in-flight segments is considered a sign of good network condition, the malicious receivers in the Optimistic ACK attack will mislead the sender and trigger an increase in congestion window. This in turn will cause the sender to converge to a sending rate that will have a detrimental impact on legitimate TCP connections sharing the same network. The authors in [5] proposed a solution to Optimistic ACK attack that requires changing the TCP implementation at the end-hosts. In contrast, we propose to leverage data plane programmability for detecting and mitigating the attack without any end-host modification.

We illustrate the Optimistic ACK attack through a sequence diagram in Figure 3. Here, a receiving host (i.e., the attacker) starts a normal TCP connection before abusing it. During normal operations at the beginning (in blue), the receiving host (the attacker) initializes the connection. After the 3-way handshake (step (2)), data transfer begins as usual. In this example, the sender sends a segment of 1000 bytes (step (3)) and the receiving host sends an ACK upon receiving the segment (step (4)). Then, the sender transmits two more segments in a row (step(5)-(6)) assuming a slow start.

The Optimistic ACK attack phase is highlighted in red in Figure 3. During the attack, the receiving host (the attacker) sends an Optimistic ACK upon receiving the segment (step (4')). Then, the sender transmits two more segments in a row (step(5)-(6)) assuming a slow start.

The Optimistic ACK attack phase is highlighted in red in Figure 3. During the attack, the receiving host (the attacker) anticipates the reception of segments by sending ACK for segments that are not yet received (step (4')). The receiver (the attacker) sends these Optimistic ACKs in a way that they appear to be corresponding to “in-flight” segments. As a consequence, the sender increases its congestion window and sends the subsequent segments earlier than it should (step (5')). In this example, the sender sends three segments in a row after receiving the Optimistic ACK from the receiver. As a consequence of this attack, the sender believes that network conditions are better than the reality, resulting in a transmission rate faster than it should be. This way, the...
malicious TCP connection can exhaust bandwidth on some or all of the intermediary links on the path between the sender and the receiver, causing a possible denial of service attack. Furthermore, Optimistic ACKs can cause other legitimate TCP connections sharing links with the malicious connection to get unfair share of bandwidth.

Optimistic ACK can be considered an amplification attack because the attacker only needs to send many small ACKs while delegating the flooding of larger segments to a legitimate host, the victim. Note that the Optimistic ACKs may be received by the sender before the corresponding TCP segments are sent. However, in most of implementations, these anticipated ACKs will be ignored [5]. There is indeed no verification of the matching between received ACKs and the sent segments as it is not necessary for normal operations and adds overhead.

B. EFSM model of Optimistic ACK
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Fig. 4: EFSM for Optimistic ACK detection and reaction

We model the normal TCP behavior and the possible Optimistic ACK attack in a single EFSM. We use the states represented in Figure 3 as the states in the EFSM in Figure 4 with an additional initial state called init. We define the events from the relevant TCP flags shown in Figure 3. Once the TCP connection is established, we use the conditions SYN = 1 and FIN = 1 to identify and ignore a possibly re-transmitted SYN and FIN (end of connection) segments for the tracked connection. The detection of the attack requires observing the TCP segments in both sender-to-receiver and receiver-to-sender directions. Therefore, we monitor bi-directional flows and determine the direction of a flow by checking if the source IP address of a packet, IP.src, is of the receiver (attacker) or of the sender. The SYN – ACK state allows us to monitor the beginning of the connection/flow, initiate its monitoring and identify the receiver and sender in the bi-directional flow. The identified receiver and sender IP addresses are saved into context variables, receiver and sender, since they are required for monitoring the connection.

To detect the attack, we have to observe a deviation between the maximum acceptable acknowledgement number (i.e., expected ackNo) and the acknowledgement number sent by the potential attacker (receiver). We compute expected ackNo from the last seen sequence number TCP.SeqNo and the payload size payload.size. The payload.size in turn is calculated from IP header length (IP.ihl), IP total length (IP.len) and TCP header length (TCP.dataOffset) fields extracted during parsing:

\[
\text{payload\_size} = \text{IP\_len} - ((\text{IP\_ihl} + \text{TCP\_data\_Offset}) \times 4)
\]

All these per-packet data are stored as packet metadata in P4 while expected ackNo is tracked using the context variable since this needs to persist across the TCP segments of a connection (Section III-A). For this attack, we drop the packet when the attack is detected.

Therefore, the Optimistic ACK attack EFSM model can be represented as follows:

- \( S = \{ \text{init}, \text{SYN} – \text{ACK}, \text{Established}, \text{Misbehaving}\} \)
- \( I = \{ \text{init}\} \)
- \( E = \{ \text{SYN} = 1, \text{ACK} = 1, \text{FIN} = 1 \} \) with the following parameters: TCP.ackNo and TCP.SeqNo are the acknowledgement and sequence number of the current packet and IP.src and IP.dst are respectively the source and destination IP address;
- \( V = \{ \text{expected\_ackNo, sender, receiver} \} \)
- Annotations of arrows in Figure 4 represent A, C and T

It is worth mentioning that the EFSM in Figure 4 does not represent future actions after the attack is detected. This is dependent on the operator policy and is orthogonal to the EFSM model for detecting misbehavior. One possible action can be to drop all subsequent opportunistic ACKs for the malicious TCP connection.

V. OPTIMISTIC ACK EVALUATION

We have implemented the data plane program for Optimistic ACK detection and mitigation using P4-16 [19] and compiled it for the bmv2 software switch target [26]. We have used mininet [27] and p4app docker image [28] for conducting the experiments. Mininet and bmv2 switches are indeed not suitable for evaluating performance in a realistic setting, thus a baseline scenario for comparison is used in different experiments. However, they provide us a way to perform functional validation of the solutions.

1) Attack Mitigation: The goal of our first experiment is to evaluate the effectiveness of our approach in mitigating the Optimistic ACK attack from the data plane. To accomplish this we perform an experiment similar to that done in [5]. We consider a simple topology with two hosts (a sender and a receiver) connected to the same switch. We perform the experiment both with and without detection and mitigation in the switch program. We generate the attack using the tool available in [29].

Figure 5 (a) illustrates how the attack unfolds comparing sequence numbers of data segments and acknowledgment numbers assuming a normal client or an attacker. After the first few data segments, the attacker starts its malicious behavior at 0.25s by sending a stream of Optimistic acknowledgements (plotted in green). As a consequence, the sender keeps increasing its congestion window and increases the speed of sending new segments (plotted in grey). As we can see, the server completes its transmission (plotted in grey) significantly earlier than it would normally do without the presence of Optimistic ACK attack (plotted in blue).
(a) No reaction

(b) Reaction

Fig. 5: Optimistic ACK in action

Figure 5 (b) demonstrates how our monitoring strategy effectively detects the Optimistic ACK attack and mitigates its impact. When the switch detects Optimistic ACKs, the EFSM corresponding to that TCP connection transitions to the misbehaving state. Consequently, the anticipated ACKs are dropped at the switch and no longer reach the server. Therefore, the server’s congestion window does not incorrectly grow, hence, it does not significantly increase the data transmission rate.

2) Throughput evaluation: In this experiment, we evaluate the impact of the Optimistic ACK attack flow on the achieved throughput of a normal flow sharing the same path. The topology for this experiment is composed of two switches and seven hosts (Figure 6). Here, host h1 is the sender (the attacked server). We vary the number of attackers between 1 and 4 (hosts h4 to h7). We generate a normal flow between host pair (h2, h3) using iperf and measure the impact of the attack on its throughput. The link between the two switches is shared by all flows and is thus the bottleneck. We consider two scenarios: Reaction, where the switch applies the mitigation process and noReaction, otherwise. The results are presented in Figure 7.

Each box in Figure 7 represents the distribution of results obtained from 10 emulation runs of 60 seconds each. For a first baseline experiment, iperf + Normal, we have a non-misbehaving flow alongside the iperf flow between h2 and h3. In this case, we observe similar behavior for both the noReaction and Reaction scenarios. The observed throughput variation due to the EFSM-based monitoring is very low.

Once we have a baseline, we incrementally increase the number of attackers. First, with a single attacker (iperf + 1 attacker), the throughput degrades in the noReaction scenario compared to the baseline, iperf + Normal. When we activate the reaction process, the throughput improves and gets even better than the iperf + Normal case. This can be explained by the fact that the attacker’s Optimistic ACKs are dropped, causing the server to stop transmitting further data segments. Consequently, the bandwidth of the bottleneck link becomes fully available for the iperf flow. When the number of attackers increases, the impact of the attack becomes higher as expected. In case of 2 attackers, (i.e., 66% of the hosts being attackers), the reaction process recovers the throughput back to approximately the same level as the iperf + Normal scenario. Starting from three attackers, the throughput is not completely recovered as we can see from the box-plot for the Reaction scenario. In this case, switch s2’s ingress queues are flooded with Optimistic ACKs (on the link to the attackers). Although the Optimistic ACKs are dropped and their impact is mitigated on the shared link s1 – s2, the ACKs still need to enter switch s2 for processing. This consumes the switch resources, impacting the throughput recovery. Note that 3 attackers correspond to having 75% of the hosts being attackers. This is a very aggressive scenario and it becomes even worse with four attackers.

3) Switch processing time evaluation: In this experiment, we evaluate the overhead of running our mitigation solution in the data plane by measuring the increase in packet processing time in the switch. The results of this experiment are presented in Figure 8. The two groups of box-plot represent when forwarding is performed with monitoring disabled (forward) or enabled (reaction).

We deployed a topology with a single switch and two hosts, a sending and a receiving host. We generated 1000, 5000 and 10000 TCP flows and measured the per packet processing time in the switch. As we can observe from Figure 8, the median value is 2.9 ms for the forward configuration and 3.3 ms for the reaction configuration. The switch processing time overhead of our reaction process is 0.4 ms (≈14% additional processing time compared to forward). As shown also in Figure 8, our solution has no significant change in processing time overhead with respect to the number of flows to monitor. Note that both the processing time and the overhead will be significantly improved for a hardware target, which we plan to explore as a future extension.

VI. APPLICATION TO ECN

In this section, we apply our method to model, detect and mitigate misbehaving end-hosts abusing the ECN protocol mechanism.

A. ECN background and attack description

TCP end-hosts typically use end-to-end congestion signals such as packet loss or round-trip-time for adjusting their
congestion windows. ECN was proposed as a mechanism for network devices experiencing congestion to send congestion signals to end-hosts [30]. The ECN RFC [7] defines the following codepoints and fields for both IP and TCP protocols:

- Congestion Experienced (CE) and ECN-capable Transport (ECT) codepoints for the DSCP field of IP header.
- ECN-Echo (ECE) and Congestion Window Reduced (CWR) flags in the TCP header.

However, the design of ECN introduces the possibility of having misbehaving end-hosts in the network, i.e., end-hosts that do not fully conform to the protocol specification. We illustrate such misbehavior (messages in red) along with the expected normal behavior (messages in blue) of ECN enabled TCP end-host in Figure 9. During the TCP three-way handshake phase (not shown in the Figure), TCP end-hosts negotiate the use of ECN. Following the TCP three-way handshake, the ECN protocol behaves as follows:

- A congested switch detects an ECN-capable TCP connection (ECT set in IP header) and marks the corresponding packet with CE ((1) in Figure 9);
- After receiving a packet with CE, the receiver becomes aware of the congestion and informs the sender by setting the ECE flag in the TCP header ((2) in Figure 9);

Once the sender receives a packet with the ECE flag set, it reacts by reducing its congestion window. Then, the sender sets the CWR flag to inform the receiver ((3) in Figure 1), which in turn stops sending congestion notification by unseting ECE ((4) in Figure 9).

ECN RFC defines a possible misbehavior of an end-host announcing itself as ECN-capable but ignoring congestion notification from the switch [7]. As shown in Figure 9, once a switch notifies about congestion, the receiving host can misbehave by not echoing back the congestion information to the sender, i.e., set the ECE flag to 0 ((2') in Figure 9). As a result, the sender does not reduce the congestion window ((3') in Figure 9). Misbehaving flows can degrade network performance and create a denial service for the benign flows at the expense of their own loss in throughput. This is why the RFC recommends that such flows must be identified and handled.

For the sake of completeness with respect to the original ECN procedure, Figure 9 introduces two non compliant behaviors. First, the receiver can keep sending packets with ECE set ((4') in Figure 9) even though the sender has already reduced its congestion window, forcing the sender to further reduce its congestion window. Second, the sender can ignore the notification sent back from the receiver ((2) in Figure 9) by not reducing the congestion window ((3') in Figure 9). Similarly the sender can reduce its congestion window without notifying through setting the CWR bit. In both cases, the switch cannot deduce if the congestion window has been really reduced. That is why these behaviors are qualified as non compliant rather than misbehaving. These non-compliant behaviors will allow us to evaluate our method in a more complex scenario.

B. EFSM model of ECN

We model the expected and unexpected (misbehaving and non compliant) behaviors of ECN capable end-hosts in a single EFSM. Each time a packet is received, the state of the EFSM illustrated by an ellipse in Figure 9 is updated. Normal states are colored in green while all unexpected states are colored in red. init represents the initial state of the EFSM, I = {init}. The EFSM model is instantiated into the switch and the transitions are triggered by events which are derived from
ingress packets as explained in section III-B2, notably ECN related flags in these scenarios. Based on these definitions, we illustrate the EFSM corresponding to Figure 9 in Figure 10. It is defined as follows:

- \( S = \{ \text{init, congestion, notified, win_reduction, notification_stopped, misbehaving, noncompliant} \} \)
- \( I = \{ \text{init} \} \)
- \( E = \{ \text{ECT} = 1, \text{ECE} = 1, \text{ECT} = 0, \text{CWR} = 1, \text{CWR} = 0 \} \) with the following parameters: \( \text{IP.src} \) and \( \text{IP.dst} \) are respectively the source and destination IP address;
- \( V = \{ \text{dstCE} \} \)
- Annotations of arrows in Figure 4 represent \( A, C \) and \( T \)

![EFSM abstraction for ECN](image)

Fig. 10: EFSM abstraction for ECN

Unlike the Optimistic ACK scenario, no additional information must be maintained alongside the current state since the states themselves are self-contained in terms of necessary information. However, recognizing the direction of packets is still necessary. Therefore, we use a single context variable \( \text{dstCE} \) for identifying the host that is supposed to relay the congestion notified by the switch (i.e., the receiver in Figure 9). To properly set the \( \text{dstCE} \) variable, source (\( \text{IP.src} \)) and destination (\( \text{IP.dst} \)) IP addresses are needed, which are anyway extracted to create the 5-tuple flow key. Once a misbehavior or non compliant behavior is detected, we take corrective actions when possible.

For the misbehaving and the second non compliant cases, the receiver must react according to the congestion signal (with either \( \text{ECT} = 1 \) or \( \text{CWR} = 1 \)). Therefore, the behavior can be corrected by setting or unsetting \( \text{ECE} \) accordingly. Doing so will also require TCP checksum to be updated (\( \text{action update_chk} \) as introduced in section III-C). Correcting the second non compliant case is also important because a receiver with an incorrect ECN implementation would penalize itself by forcing the sender to continue reducing its congestion window. Note that our approach can also be employed to detect incorrect protocol implementation at end-hosts aside from being used for the security use cases.

For the first non compliant case, the switch cannot effectively verify that the sender has reduced its congestion window. As a result, it is impossible to deduce from the switch if the CWR flag must be really set to one in the first non compliant case. Therefore, we resort to sending an alert and forward the packet. The exact definition of the alert depends on the switch capabilities and can be of different kinds such as creating entries in the log files of the switch, sending a packet to the controller, or generating a postcard [31], [32]. The exact details of such action is out of the scope of this paper. In our prototype implementation, we let the packet pass through and change the EFSM state to non compliant.

It is worth mentioning that the congestion is detected by the switch itself enabling so the transition from \( \text{init} \) to \( \text{congestion} \). It corresponds to the condition \( \text{cong_detected} = 1 \) in Figure 10. In practice, this variable is derived from the occupancy level of the switch queues (intrinsic metadata). When the occupancy reaches a marking threshold, the packets are marked and \( \text{cong_detected} \) is set to 1.

VII. ECN EVALUATION

All experiments were performed using the same setup as for Optimistic ACK, i.e. bmv2 software switch [26] with mininet [27], p4app docker container [28] and P4-16 [19].

A. Bandwidth share and throughput evaluation

To assess the impact of the use or misuse of ECN, we evaluate if the bandwidth is correctly shared during congestion assuming the topology presented in Fig. 11. It is composed of one switch and four hosts (h1, h2, h3, h4). By default, all TCP hosts are ECN-capable and the link latency is set to 1ms. To create congestion, we limit the link capacity to 2000 packets/sec and a UDP flow between h4 and h3 is generated with 8 Mbits/sec to flood the network. The size of UDP packets is set to 400B to increase the number of packets in the network and in the switch queue.

We generate TCP flows using iperf between h1 and h3, h2 and h3. h1 acts as a misbehaving host by not echoing the congestion notification (‘2’ in Figure 9), i.e. not setting the TCP ECE flag). h1-h3 and h2-h3 flows are thus qualified as misbehaving and normal, respectively. The switch queue capacity is set according to the Bandwidth Delay Product rule (BDP) [33]:

\[
\text{queue_capacity} = \text{RTT} \times \text{Network_bottleneck_capacity} = 8 \text{ packets, in our setup since the lowest RTT between two hosts is 4ms and the bottleneck capacity is limited by the queue rate of 2000 packets/sec.}
\]

We evaluate the misbehaving ECN use-case under different settings for the ECN marking threshold, i.e., the number of packets in the switch queue for triggering the sending of congestion notification. First, we consider recommendations from the data center networking literature. Second, we consider
ECN with an active queue management mechanism, namely, Random Early Detection (RED) [34], which represents a more generic scenario.

In the case of data center networks, the research literature proposes several ECN marking schemes, the majority of them being deterministic, i.e., switches mark packets when switch queue length is higher than a pre-determined threshold. There are different recommendations for the ECN threshold in DCN. DCTCP [30] recommends an ECN marking threshold greater than queue\_capacity/7. Another work on ECN presented in [35] recommends a marking threshold of: \(\text{queue} \_\text{capacity}/\sqrt{n}\) where \(n\) is the number of flows. In the first case, the threshold should be greater than 1.14 in our setting. In the second case, the marking threshold should be 4.61. However, we decided to vary the marking threshold from 2 to 7 to consider different values including those calculated from the recommendations (2 and 5 obtained by rounding the numbers to the next integer).

In Figure 12, we present the throughput of the normal flow (h2-h3) and the misbehaving flow (h1-h3) side-by-side from the following scenarios:

- noMisbehaving-forward: the baseline scenario where all hosts follow ECN specification and the switch forwards packets without modification (neither detection nor reaction activated). Even the flow h1-h3 behaves as expected.
- Misbehaving-noReaction: h1 misbehaves but the switch continues to forward packets (neither detection nor reaction activated).
- Misbehaving-ECReaction: similar to the previous case but the switch implements ECN misbehavior detection and applies corrective measures. The switch partially implements the EFSM of Figure 10 with \(S = \{\text{init}, \text{congestion}, \text{misbehaving}\}\).

The bars in Figure 12 represent the average throughput of 10 emulation runs of 120 seconds each. In the case of no misbehaving flow (noMisbehaving-forward), a fair bandwidth share is observed regardless of the marking threshold (each flow is getting \(\approx 10\) Mbits/sec). However, the misbehaving flow takes the largest share of the available bandwidth for low marking thresholds (2, 3, 4, 5) when there is no detection. In that case, the misbehaving host ignores the congestion notification and increases its sending rate much higher than the benign flow. Indeed, the benign flow reduces its congestion window in response to congestion notification, leaving more queue space to the misbehaving flow. When increasing the marking threshold, congestion notifications are sent later, (i.e., when the queue is more occupied). Therefore, for higher ECN marking thresholds (6, 7) the impact of the misbehaving flow on the normal flow is reduced compared to low marking thresholds. Even with the most aggressive recommendation [35] with a threshold of 5, the misbehaving flow gets 11.8 Mbits/sec while there is only 8.4 Mbits/sec left for the normal flow (59% vs. 42% share). In the presence of the reaction (Misbehaving-ECReaction), the bandwidth is properly distributed and an equitable bandwidth share is observed between the flows in all cases. This demonstrates the effectiveness of our solution in detecting and reacting to the attack.

RED is an active queue management mechanism that drops packets with a certain probability in anticipation of network congestion [34]. In our case, we employ RED for probabilistic packets marking with congestion notification instead of dropping the packets. When the average queue length in a switch is between two thresholds \(\text{minth}\) and \(\text{maxth}\), an incoming packet is marked with a certain probability. The marking probability is a function of queue length and changes linearly between 0 and 1 [34]. However, if the average queue length becomes higher than \(\text{maxth}\), then all the incoming packets are marked [34]. For setting the \(\text{maxth}\) and \(\text{minth}\) parameters of RED, we set \(\text{maxth}\) to at least twice \(\text{minth}\) following the recommendation in [34]. Since the queue capacity is 8 in our experiments, we used the following combinations of \((\text{minth}–\text{maxth})\) tuples: (2-4), (2-5), (2-6), (2-7), (3-6), and (3-7) for covering all the possible combinations in our experiments.

We have implemented the RED algorithm in P4 based on the implementation from [36]. We use the instantaneous outgoing queue occupancy made available by bmv2 as intrinsic metadata for reacting faster to traffic bursts [37]. Note that bmv2 provides queue occupancy in terms of the number of packets. Therefore, we slightly modify the original RED algorithm that used the number of bytes to determine queue length. However, we keep the packet sizes the same in our experiments, hence, the number of packets is directly proportional to the number of bytes. Since P4 targets do not support floating-point operations, we pre-calculate the probabilities, scale the values to be between 0 and 255, and store the probabilities in a match-action table in the data plane. For each incoming packet, the queue length is matched against the entries in this table to obtain the probabilities. The obtained probability is then compared against a random number to decide if the packet must be marked [38].

We report the result of our experiments using RED in Figure 13. We again observe that applying our technique enables ensuring a fair bandwidth share when an attack takes place, reinforcing the effectiveness of our solution. Similar to the deterministic threshold case, we observe a higher impact of the attack when the packets are marked at lower queue
Fig. 13: Misbehaving and normal flow throughput depending on the marking threshold using RED

occupancy. In the case of RED, this scenario occurs for lower \( \text{minth} \) values, when packets are likely to be marked even when the queue is not substantially occupied. For instance, for the (2-7) combination, the misbehaving flow reaches \( \approx 9.31 \text{ Mbits/sec} \), forcing the benign flow to reach only \( \approx 6.48 \text{ Mbits/sec} \) (58.96% vs. 41.03% share). Finally, we notice each flow achieving \( \approx 8 \text{ Mbits/sec} \) throughput, which is lower than that reported in Figure 12. This is because applying RED also introduces additional per-packet processing overhead within bmv2, hence, reducing the throughput.

B. Switch processing time evaluation

Fig. 14: Switch processing time

In this experiment, our goal is to evaluate the runtime overhead per packet. We consider different configurations:

- L3: parsing is limited up to the IP header.
- L4: L3 + TCP header parsing.
- ECE-v: the state machine is partially implemented to model the normal behavior; states \( S \) are restricted to \{init, congestion, notified\} in Figure 10.
- ECE-v-r: the state machine is partially implemented to monitor and react against the misbehavior, ((2') in figure 9); \( S \) is restricted to \{init, congestion, notified, misbehaving\}.
- full-v: the full state machine is implemented for misbehaving and non-compliant flow verification except for the corrective actions and checksum recalculation.
- full-v-r: similar to full-v but including the reaction against the ECN misbehavior ((2') in Figure 9) by setting ECE to 1 and so including checksum recalculation.

In this evaluation, the full-v and full-v-r scenarios are considered to estimate the overhead induced for monitoring the whole ECN state machine in the data plane including misbehaving and non-compliant flows verification. We deploy a simple topology with a single switch and two hosts (server and client). We generate 1000, 5000 and 10000 flows between the hosts and report the processing time per packet in Figure 14. The median value is 2.7 ms, 2.7 ms, 3.5 ms, 3.7 ms, 4.6 ms and 5 ms for L3, L4, ECE-v, ECE-v-r, full-v and full-v-r scenarios, respectively. Parsing TCP does not add a significant cost compared to IP parsing. As expected, the more complex the EFMS, the higher the overhead. It is worth mentioning that corrective actions incur less overhead than monitoring using a more complex EFMS when comparing the increase between ECE-v and ECE-v-r and between full-v and full-v-r. Therefore, we recommend a partial implementation of the EFMS to react only against the misbehavior since the non compliant flows verification induce a substantial overhead. Therefore, before deploying a protocol compliance verification solution, it is necessary to verify its usefulness and its adequacy to network performance conditions. Finally, as shown in Figure 14, our approach is scalable with respect to the number of flows to monitor in parallel similar to the Opt-ACK use case.

These results have been obtained using a deterministic marking threshold. This is because an additional active queue management mechanism for ECN marking is independent of our contribution, and including that for processing time evaluation will not give a real picture. Note that we also evaluated the processing time with RED included and found it to be \( \approx 4.1 \text{ ms} \) for the ECE-v-r scenario. This additional processing time explains the decrease in throughput between Figure 12 and Figure 13.

VIII. DISCUSSION

A. TCP connection tracking

In this experiment, our goal is to evaluate the runtime overhead per packet. We consider different configurations:

- L3: parsing is limited up to the IP header.
- L4: L3 + TCP header parsing.
- ECE-v: the state machine is partially implemented to model the normal behavior; states \( S \) are restricted to \{init, congestion, notified\} in Figure 10.
- ECE-v-r: the state machine is partially implemented to monitor and react against the misbehavior, ((2') in figure 9); \( S \) is restricted to \{init, congestion, notified, misbehaving\}.
- full-v: the full state machine is implemented for misbehaving and non-compliant flow verification except for the corrective actions and checksum recalculation.
- full-v-r: similar to full-v but including the reaction against the ECN misbehavior ((2') in Figure 9) by setting ECE to 1 and so including checksum recalculation.

In this evaluation, the full-v and full-v-r scenarios are considered to estimate the overhead induced for monitoring the whole ECN state machine in the data plane including misbehaving and non-compliant flows verification. We deploy a simple topology with a single switch and two hosts (server and client). We generate 1000, 5000 and 10000 flows between the hosts and report the processing time per packet in Figure 14. The median value is 2.7 ms, 2.7 ms, 3.5 ms, 3.7 ms, 4.6 ms and 5 ms for L3, L4, ECE-v, ECE-v-r, full-v and full-v-r scenarios, respectively. Parsing TCP does not add a significant cost compared to IP parsing. As expected, the more complex the EFMS, the higher the overhead. It is worth mentioning that corrective actions incur less overhead than monitoring using a more complex EFMS when comparing the increase between ECE-v and ECE-v-r and between full-v and full-v-r. Therefore, we recommend a partial implementation of the EFMS to react only against the misbehavior since the non compliant flows verification induce a substantial overhead. Therefore, before deploying a protocol compliance verification solution, it is necessary to verify its usefulness and its adequacy to network performance conditions. Finally, as shown in Figure 14, our approach is scalable with respect to the number of flows to monitor in parallel similar to the Opt-ACK use case.

These results have been obtained using a deterministic marking threshold. This is because an additional active queue management mechanism for ECN marking is independent of our contribution, and including that for processing time evaluation will not give a real picture. Note that we also evaluated the processing time with RED included and found it to be \( \approx 4.1 \text{ ms} \) for the ECE-v-r scenario. This additional processing time explains the decrease in throughput between Figure 12 and Figure 13.
the hardware target must be capable of precise timestamping (available in P4 hardware switches [40]). Furthermore, additional register entries per tracked connection would be required for storing the last seen timestamp as a context variable.

Another issue that may arise for TCP connection tracking in the data plane is sequence number wrap-around, (i.e., when sequence number reaches its upper bound \((2^{32} - 1)\), it restarts from 0. This is particularly problematic for use-cases where we need to track the sequence numbers in each flow such as in the optimistic ACK EFSM. The TCP sequence number wrapping issue can be solved by employing techniques such as serial number arithmetic [41] or by enabling the TCP segment timestamp option [42]. Note that the latter will require tracking the last seen timestamp of each TCP connection as in the timeout based flow tracking scenario described above. Both of these techniques can be implemented in the P4 language and programmable hardware target constraints [19].

B. Scalability and Memory overhead

A possible implementation issue is the support of P4 externs such as registers, necessary for maintaining persistent data across the segments of tracked TCP connections. Although P4 leaves the externs to be target-specific, registers are the most widely used externs and are expected to be supported by most P4 targets. For example, in [43], authors propose a P4 compiler for various FPGA hardware including stateful objects. The implementation of our solution on programmable hardware raises the issue of memory constraint. Although metadata variables that carry information between tables has a negligible bit overhead [13], the scalability of our method is limited by the available register memory in the hardware targets. As highlighted in Section III, we need \(|V| + 1\) registers per flow: one for maintaining the current state of the EFSM and one for each context variable. For \(n\) flows, our method requires \(n \times (|V| + 1)\) register entries. For example, the EFSMs for the ECN and the Optimistic Ack attacks have \(|V| = 1\) and \(|V| = 3\), respectively. Assuming 32 bit values in registers, tracking 10,000 TCP connections will lead to allocate less than 64kB and 128kB, respectively, for these two use-cases. In comparison, state-of-the-art programmable hardware provides sufficiently large memory to accommodate state registers capable of holding tens of thousands of active TCP connections. For example, P4FPGA [43] can implement up to a 288 bits key for TCAM or hash-based memory and can fit up to 93K entries. Indeed, memory requirement will be higher with a higher \(|V|\). In that case, we can employ optimizations such as lowering the size of register entries below 32 bits. In the current version, the number of states can be up to \(2^{32} - 1\), sufficient to support any use case.

C. Hash collisions

The limited hardware resources in the data plane can pose challenges for tracking per-flow state [24], [44]. We follow the approach presented in state-of-the-art such as [24], [44] and maintain the hash of the 5-tuple flow key rather than maintaining the flow key itself to reduce the width of flow key used in hardware. This approach creates the risk of multiple flow keys getting mapped to the same hash value, (i.e., hash collision). For a real deployment we can leverage techniques such as those described in [24], [44] for tackling the hash collision issue. Using multiple hash functions in conjunction with multiple hash tables reduces the number of collisions [24]. However, collisions are often unavoidable and therefore must be detected by employing methods such as checking if the sequence number stored against a hash value is correct [44]. Some existing hardware switches include mechanisms for handling hash collisions, however, these mechanisms are hardware-specific and cannot be generalized.

IX. RELATED WORK

Traditionally, network monitoring has relied on tools such as SNMP and NetFlow or sFlow. Their stateless nature have forced network operators to use network appliances [11], [12] for monitoring stateful protocols such as TCP at the expense of additional operational overhead. The advent of OpenFlow-based SDN (Software-Defined Networking) and more recently, programmable data planes enabled by P4, have created new opportunities for stateful network monitoring. In the following, we first discuss the research literature on stateful monitoring enabled by the aforementioned technologies. Then, we focus our discussion on the state-of-the-art in detecting and mitigating TCP protocol abuse.

A. Stateful Monitoring in the Data plane

SDN has brought new capabilities for network monitoring. Initially, the OpenFlow-based SDN [45] centralized controller has the capability of dynamically controlling parameters such as the monitoring frequency and the granularity of flow rules to monitor. This motivated a significant body of research [46] with a particular emphasis on addressing the trade-off between monitoring accuracy and overhead in terms of data collection bandwidth [47], [48] and flow table entries [49], [50].

Despite providing additional flexibility over traditional network monitoring, OpenFlow does not enable stateful monitoring in the data plane. To address this limitation, several research works proposed extensions to OpenFlow. For instance, OpenState [51] proposes an OpenFlow extension that enables stateful monitoring using regular FSMs. However, as discussed earlier, regular FSMs may suffer from state explosion since they cannot compress states into variables storing persistent values as in EFSMs. Another OpenFlow extension proposed in the literature is SDPA [52]. The authors in [52] introduce a new component to manage state machines in the switch, however, their proposal is hardware specific (i.e., for FPGA in [52]). Another OpenFlow data plane modification has been proposed by OFX [53], which uses an external agent running on OpenFlow switches to handle stateful monitoring. In contrast to the purely data plane based solutions, the authors in [54] propose a hybrid control and data plane approach for maintaining state machines. In the same vein, Oko [55] proposes to extend OpenFlow capabilities with extended Berkley Packet Filter (eBPF) [56] for stateful processing. However, Oko is exclusively limited to Linux-based software switches.
The recently emerging PISA architecture and the accompanying P4 programming language has inspired many research works leveraging stateful dataplane processing such as load-balancing [44], [57], application acceleration [58], [59] or DDoS detection [15], [60], [61], among others. A substantial body of recent research has taken advantage of the flexible packet parsing, cross-packet state retention, and the limited computational capability offered by PISA switches for advanced network monitoring. For instance, FlowRadar [62] and TurboFlow [63] proposed mechanisms for collecting NetFlow like records for all the flows passing through a switch as opposed to sampling like in NetFlow. The authors extend their approach proposed in [63] for supporting dynamic and concurrent flow queries in [64]. Another line of research focuses on computing approximate summary of network traffic directly in the data plane using data stream sketches [65], [66]. Besides these general directions, many works have focused on performing specific monitoring tasks leveraging data plane programmability such as heavy-hitter detection [67]–[70], congestion monitoring [71]–[73], network connectivity monitoring [74], and machine learning based packet classification [75].

Our approach of leveraging EFSM for modeling stateful protocol behavior in the data plane shares basic principles with XTRA [76] and FlowBlaze [77]. XTRA [76] provides a domain specific language and an EFSM abstraction for deploying transport layer functions in the data plane. XTRA also proposes a timer management mechanism in the data plane and demonstrates its viability by implementing timer-based applications such as SYN-proxy. The key difference between XTRA and our approach is that the former is target specific (i.e., NetFPGA and software switch), whereas we build on a higher level of abstraction (i.e., the P4 language) to support a wide range of hardware and software targets. FlowBlaze [77] augments the Reconfigurable Match Tables (RMT) model of PISA switches with dedicated tables for realizing EFSMs and a language for utilizing those tables. Indeed, a switch architecture similar to that of FlowBlaze will ease our implementation effort. However, in this work, we rely on the RMT model for its generality and higher adoption in hardware P4 targets [16], [78].

B. TCP Protocol Abuse: Detection & Mitigation

TCP protocol was not originally designed with security considerations in mind. As a consequence, many exploits have taken advantage of protocol corner cases for launching different attacks. These attacks are mainly targeted towards manipulating the way congestion window converges, in this way directly impacting the transmission rate along the TCP connection with the goal of flooding the network. Savage et al. introduced the Optimistic ACK attack addressed in our work along with two other attacks, namely, ACK division (dividing one ACK into multiple smaller ACKs) and spoofed duplicate ACK attacks (sending multiple forged duplicate ACKs for the last received segment) [5]. The ECN RFC raised the concern that a misbehaving host can unjustly manipulate the sender congestion window like the other attacks [7] as described in details in section VI. As a result of these attacks, the malicious TCP connection can flood the network or can cause unfair sharing of the network bandwidth.

The solutions proposed to tackle attacks from misbehaving TCP end-hosts require changing the TCP implementation at the end hosts. For instance, in case of Optimistic ACK, the authors in [5] proposed a nonce solution where the TCP sender fills each sent segment with a unique random value. The TCP receiver and sender maintain the cumulative nonce sum of all acknowledged segments. Each time a receiver sends an ACK it echoes the nonce value sent by the sender. In that case, the sender can verify that the ACKs sent by the receivers have been really sent. The authors in [6] proposed another solution to the Optimistic ACK attack that randomly drops segments at the sender side. Therefore, when the sender gets an Optimistic ACK for one of the intentionally dropped segments, it can identify the receiver as a misbehaving one. Besides requiring TCP implementation change, this solution also penalizes the legitimate receivers. Note that solely end-host modification based approaches might not be effective for the ECN attack use-case [7].

Jero et al., proposed an offline mechanism for misbehaving TCP end-host detection. They propose to collect logs from end-hosts and compare the resulting TCP performance from the expected performance obtained from a testing environment [9]. This solution is effective for attack forensics, however, it is ineffective for online detection. Since some of the misbehaviors are attributed to incorrect implementation, Kothari et al., proposed to use symbolic execution techniques for verifying the protocol implementations [10]. However, this approach is limited to a specific operating system, implementation and language. In contrast to the state-of-the-art works, we perform real-time detection and mitigation of such attacks in the network without requiring any change to the protocol specification or implementation.

X. CONCLUSION

This paper introduced an EFSM-based security monitoring function capable of mitigating TCP protocol abuse in the data plane without requiring any modifications to TCP end-hosts or to the protocol. We have demonstrated the effectiveness of our proposal in mitigating two TCP end-host misbehaviors abusing the TCP congestion control mechanism. We believe that our approach has the potential to address other attacks such as ACK division and DupACK spoofing [5]. We conclude that the data plane can be leveraged for such security monitoring at the cost of some additional processing overhead. However, we believe this is a small price to pay for the ability to quickly deploy mitigation solutions to attacks as they are uncovered. This is significantly more scalable and practical than changing protocol implementation on all end-hosts or changing protocol specifications. We have implemented our proposed solution on a software switch target for functional validation. Implementation on a commercial hardware target with further consideration for reducing overhead is one of our future goals. Another future direction we plan to pursue is to adopt the EFSM abstraction for attacks targeting stateful layer-4 and above protocols.
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